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Bosbuine si3pikoBble Mozenn (LLM) npescTaBiaA0T co60i HelipoceTeBble MOJeJIH, pean3yIolye TEXHOJOT U 110-
WCKa, U3BJIeYeHH U UHTEerpaluu HHGOPMaIMU U3 MHOXKECTBA UICTOYHHUKOB C IOMOLIbIO QIFOPUTMOB MAllITMHHOTO 06Y-
YeHUs JJF reHepaluy 4eJI0OBeYeCKOro A3blKa Ha OCHOBE GOJIBLIMX TEKCTOBBIX JAaHHBbIX. OHHM aKTHUBHO BHEAPSIOTCH
B CHCTeMbI UCKyCCTBEHHOTO UHTEJIJIEKTA AJId pellleHHs 3aZa4 00paboTKH eCTeCTBEHHOr0 si3blKa (MalIMHHOTO Nepe-
BO/1a, CYMMapH3alM1 TEKCTa, CO3/JaHus JJUAJIOT0B U /Ip.) M HAXOJAT IPUMeHeHHUe B 4YaT-60Tax, IPH HAllMCAaHUH CTATeH,
MapKeTHHTOBBIX TEKCTOB, lepeBo/iaX, IOUCKOBBIX CUCTEMAX U Np. B cTaTbe paccMOTpeHbI 0CO6€HHOCTH NPUMEHEeHHs
LLM Ha npuMepe nponpuetapHoi mozenu GPT-4 u otkpbiToit Saiga Mistral 7B. UcciejoBaHO BiIHMsIHHME TPOMIITOB
(craHpapTHBIX U Zero-Shot) u runepnapamMeTpoB (temperature, nucleus sampling, k-truncated sampling) Ha pe3y.ib-
TaTbl reHepanny. ChopMyIMpoBaHbl peKOMeHJal My Mo 3¢pdeKTUBHOMY NpUMeHeHHUI0 LLM. CaenaH BBIBOA O UX T'M6-
kocTH B IT-paspaboTkax 6s1arofapsa 6bICTpPO afaNnTalMH M0 LieJleBylo 3aJa4y.

Kamouesnle cioea: uckyccmeeHHwlii uHmennekm, LLM, npoMnm-uHiCuUHUpuHe, 2unepnapamempul, Zero-Shot, Nucleus
Sampling, K-Truncated Sampling, HelipoHHble cemu.
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Large Language Models (LLM) are neural network models that implement technologies for searching, extracting,
and integrating information from multiple sources using machine learning algorithms to generate human language
based on large text data. They are actively being implemented in artificial intelligence systems to solve natural language
processing problems (machine translation, text summarization, dialog creation, etc.) and are used in chatbots, writing
articles, marketing texts, translations, search engines, etc. The article discusses the features of LLM application using
the example of the proprietary GPT 4 model and the open Saiga Mistral 7B. The influence of promptes (standard and
Zero Shot) and hyperparameters (temperature, nucleus sampling, k truncated sampling) on the generation results is
investigated. Recommendations for the effective use of LLM are formulated. It is concluded that they are flexible in IT
development due to their rapid adaptation to the target task.
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Beegenue (Introduction) senuit UU [1-3]. K Haubosiee usBectHbIM LLM oTHO-
Boabmue si3pikoBble Mofenu (LLM) mpepcrtaB-  catcs: GPT ot OpenAl (GPT-3.5 u GPT-4 B ChatGPT);
JISIOT c060# 0cOOBINA TN HEUPOHHBIX ceTel co MHO-  PaLM u Gemini oT Google (Bard); Copilot oT Microsoft.
»KeCTBOM IapaMeTpoB, AJis1 00y4yeHUsl KOTOPBIX HC- Poccuiickass reHepaTuBHasi HedpoceTb GigaChat
HOJIB3YIOTC METOJUKHU TIJyOOKOro o6y4deHus1 Ha  (paspaboruuk «COep») peasr3oBaHa Ha 6ase Mojiesieit
OTPOMHBIX 00'b€Max TEKCTOBBIX AaHHBIX (KHUT, cTa- ruGPT-3.5, Kandinsky 3.0, ruCLIP u FRED-T5, moaaep-
Tel, BeO-CTpaHUI] U T. 1.). B HacTosiee Bpemss LLM  »xuBaeT GoJiee 100 SI3bIKOB, MPeUMYILECTBEHHO aH-
CYMTAETCS OJHUM U3 CaMbIX IEPCIIEKTUBHBIX HANPAaB-  [VIMHCKUNA U PYCCKUH U MO3BOJISIET CO3/1aBaTh TEKCTHI
Y U306pakeHus [5-8].
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[lepBast LLM (Google, 2018) mocTpoeHa Ha apxu-
TekType «Tpanchopmep» (Transformer). B ee ocHOBY
3aJI0)KeH MeXaHH3M «BHUMaHHUe», I03BOJISIOLUN
M3y4yaTb KOHTEKCTyasbHble CBSI3U CJIOB. TpaHcdop-
Mepbl BKJIIOYAIOT KOJUPOBILMK U IEKOJUPOBILHK, pa-
6oTarolIre C BEKTOPHBIM IIpe/CTaBJeHHUEM TEKCTa.
JTo obecreynBaeT MalIMHOYUTAEMbI dopMaT AaH-
HbIX. LLM ru6Ko onepupyoT eCTeCTBEHHBIM SI3bIKOM
HEe3aBHUCHUMO OT CTPYKTypbl uHbopMaruu [9-13].

Jlis adpdeKTUBHOTO McHoJb30oBaHusA LLM mpu-
MEHSIOT MPOMIT-UHXUHUPHUHT (prompting) - ¢op-
MyJIMPOBaHHWEe TOYHBIX TEKCTOBBIX WHCTPYKLUH
(nmpomMmToB) Asia Mojesd. llesb MPOMNT-UHXHUHU-
PHHT 3aK/II0YaeTCs B IMOJyYeHUU peJIEBAHTHBIX OT-
BETOB WJIM BBINOJIHEHUU MOCTABJEHHBIX M0JIb30Ba-
TeseM 3aja4. OCHOBHbIE 3Talbl MPOMIT-UHXUHH-
pHHTa BKJIOYAOT [14]:

e onpesiesieHHe leid (Kakas 3aZaya JoJDKHA
OBITH pellleHa);

¢ COOp AaHHBIX (IPUMEPHI A1 OOyUEHUS);

e dopMy/IMpoBKa 3anpoca (4eTKkass NOCTaHOBKA
3a/1a4uu);

® ONITUMU3AINMs MPoMITa (MOUCK 3P PEeKTUBHOU
bopMyIUpPOBKH);

¢ TeCTHpOBaHHUe (poBepKa Ha pa3HbIX IpUMepax);

e NoJlyyeHHe 06paTHOH CBA3U (y/y4dlleHHe Mo-
Jenu).

HecMoTps Ha cBOIO KOpPOTKY0 McTopuio, LLM ak-
THBHO Pa3BUBAIOTCSA U yyKe BK/II0YAIOT 00513aTe/IbHbIe
JUIS1 OCBOEHHSI NPAKTUKU. [IpaKTHKY NPOMIIT-UHKHU-
HUPHHTIA - 3TO METOAbI U NOAXO/AbI C IOMOLIbIO KOTO-
pbIX MOXHO c03/jaBaTb 3Q(}eKTUBHbIe U TOUYHbIE

USER Mouewmy Hebo ronyboe?

NPOMITHI [ I3bIKOBBIX MoOJeJiel, Takux Kak GPT-
3.5 u GPT-4. [IpoMIIThI T03BOJISIOT TOYHEe GOPMYJIH-
poBaTh 33/la4y, NOJIy4YaTh GoJiee KaueCTBEHHbIE pe-
3yJIbTAThl U yJAy4llaTb Ka4eCTBO paGoOThl caMOi Mo-
Jlesied. B kadyecTBe NpuUMepoB MPAKTHUK NPOMIIT-UH-
KMHUPHUHTA MOXKHO pacCMaTpUBaTh UCIOJIb30BaHHUe
KJIFOUEBBIX CJIOB U ppas, 06aB/IeHHEe IPUMEPOB, KOH-
TPOJIb JJIMHBI 3alpOCa, HUCIOJb30BaHHE IIAGIOHA.
[Ipy 3TOM He KaxJasl NPAaKTHKA aGCOMIOTHO MOAXO0-
JUT K KOKA0H MoJiesiy, U He Kax/ias A3bIKOBask KOH-
CTPYKLMS MOXKeT JaTh 3KBUBaJeHTHbIEe pe3ybTaTbl
B paMKax oiHOH Moziesi [15]. CBoel 1iesibio0 aBTOpbI
CTaBAT HCCJIeJ0BaHHE 0COGEHHOCTEH 3KCILIyaTalluy
GO0JIBLIKX SI3BIKOBBIX MOJIEJIEH.

MeTog (Methods)

B kauecTBe 06'beKTa UCC/IE0OBAaHUS BbIOpaHa pyc-
CKOsI3blYHas, 6ecIIaTHas, C OTKPBITHIM UCXOJHBIM KO-
oM LLM Saiga Mistral 7B (pa3pa6oTuuk - U. I'yce).

[IpoMOT-UHXUHUPUHT NIPeJICTaB/IseT CO60H HOBOe
HamnpasJieHHe B cdepe N, ocHOBaHHOE Ha CTpOro ce-
MaHTHKe. [IpOMIT-UHXKEHEP COCTaBJIIET TaKHe 3a-
npochl («IPOMITHI»), KOTOpble 3¢dEeKTUBHO yIpaB-
JIFI0T noBeeHueM LLM j1s1 nosty4eHus1 Hy»KHOTO pe-
3yJibTaTa 6e3 J00OydeHUs] Mojesid. UTo6bl MOHSATH
CYyTb «MBILLJIEHUST» TPOMIITEPA, PACCMOTPUM MTPUMEP
npomnTa (puc. 1) Ha 6a3e 06BIYHOTO BOMPOCa.

JTOT BapuaHT IPOMIITa-BOIPOCA MOXET MOLO0UTH
JUIs HEKOTOPBIX 33/1a4, HO OH HeympasisieM. [Ipen-
CTaBJIEHHBIH Ha PUCYHKe DPe3y/IbTaT MOKa3as, 4YTo
110/1b30BaTe /b MOXKeT He 3HaTb TEPMUH «aTMocdepar
WIH 3aKOHbI GU3HKU 00 OINTHKE U CIIEKTPe COJIHeY-
HOT'O CBETa.

[ony60ii UBeT Heba OBYCNOBAEH ONTUUECKMM 3DGEKTOM, KOTOPbIA HasblEaeTcA gvdpakumeid. Andpakuma - 370 ABAEHME, MPU KOTOPOM CBET
pasAenseTcA Ha pasHble LBETa, KOrja OH NPOXOAWUT Yepes Majble OTBEPCTUA MKW BONHBIL

B cnyuae Heba, CONHEUHBIF CBET NPOHWKAET B aTMOCdepy W BCTpeuaeT MHOTOUMCAEHHbIE YACTULIBI BO3AYXa, TAKWE KakK MOAEKYNbl M aTOMapHbie
YacTWLbL 3T YaCTULBI pasHoobpasHbl MO pasmMepy ¥ GOpPME, UTO NPUBOAMWT K TOMY, UTO CBET PACCEMBAETCA B Pa3HbIX HanpaBNeHMAX.

Al

CeeT, KOTOpbIA NPOXOAWT Yepes Hebo, COCTOMT W3 MHOXKECTBa LIBETOB, HO royBoi LBET ABASETCA CaMbiM APKVM W BUAVMEIM W3-33 TOTO, UTO OH
HaXoAWTCA B LLeHTpe cnekTpa ceeTa. [onyboid LBeT Takoke Hambonee yCTOMUME K PacCEMBaHWIO, MO3TOMY OH Ayulle BCETO 3aMETEH Ha Hebe.

Takum obpazom, ronyboi ugeT Heba - 3TO pesy/bTaT oNTMUEeCcKoro 3@ dekTa AMdpaKUWK 1 CNEKTPanbHOrO COCTaBa CBETa, KOTOPLIV NPOXOAMT Uepes

armocdepy 3eMnu.

Puc. 1. Omeem Saiga Mistral 7B Ha 06bl4HbIl 8onpoc (uaisrocmpayust agsmopos)
Fig. 1. Saiga Mistral 7B's response to a common question (illustration by the authors)

CnenoBaTesibHO, [JIsl JIyYLIEro yrnpaBJieHUs re-
HepaluMeld HYXXHbI Gojiee MPOJABHUHYTbIE TEXHUKHU.
PaccMoTpuM reHepanuio Ha ocHoBe Zero-shot Tex-
HUKU IpOMIITHHTA [16]. B KauecTBe reHEPUPYEMOTO
KOHTeHTa ObLT BbIOpaH Habop JSON-06beKTOB dop-
MarTa, Ipe/iCTaBJIeHHOI0 Ha pPUCYHKe 2.

YTO6HI c/le/IaTh MPOMIIT yIPABJISIEMbIM U UMETh
YBEPEHHOCTh B €ro pe3y/JbTaTaX Ha MpPaKTHKe,
MOXKHO KaK /|eTaJIM3UPOBaTh CaM BONPOC, TAK U UC-
[0Jb30BaTb KOHKPETHYI0 pa3MeTKy m1ab6J0H
(puc. 3). lanHbIH PpopMaT COOBILIEHHH TPUBOAUTCSA

B OHJIaHH-PYKOBOZCTBE MO NPOMIT-UHXUHUPUHTY
oT opraHusauuu «DAIR.Al».

"last_name": "MeaHoe",
"first_name”: "Wean",
"age": 25
4,
Puc. 2. [Ipumep odHozo JSON-o6sexkma
(unarocmpayus agmopos)
Fig. 2. Example of one JSON object

(illustration by the authors)
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3apava:; <onucarue 3adadyu>

OTeeT:

BxogHble AaHHble: <daHHbIe, UX onucaHue>

Puc. 3. lllabaon Zero-shot npomnma (uantrocmpayusi asmopog)
Fig. 3. Zero-shot prompt template (illustration by the authors)

[llabsi0H He Bcerga AOKEH COOTBETCTBOBATH
dopmary. Ero nesib 3ak/iro4aeTcs B MOJyYEHUH Npa-
BWJIBHOI'O pe3ysibTaTa 6e3 mpuMepoB. HelpoceTe-
Bas MOJieJIb yKe 00ydeHa U COJIepKUT CeMaHTH4e-
ckue cBs13u: B LLM 3a/102KeHbl 3HaHUSI 0 CHHTaKCHCax

SI3bIKOB IPOrpaMMHpPOBaHUsl, HOTauusaX U T. 1. [lo-
3TOMY, aHAJIM3UPYs MPOMIT (puc. 4), MoJiesb nepes,
reHepaiedl OTBeTa BbIJIEJISIET CJI0BA, NOAXOAAIINE
nox moHATUSA «]SON-o06bekT», «mosst JSON-06b-
eKTa», «paMUJIUs», KUMS» U Jp.

3apauva: credepupoBaTe 5 JSON-o6bekToB.

Mona: haMmunra, MMa, Bo3pacT.
OTBeT:

Puc. 4. Ilepswlil eapuanm Zero-shot npomnma (uaarocmpayusi agmopos)
Fig. 4. The first version of the Zero-shot prompt (illustration by the authors)

[lonyyuB pe3yabTat oT HelipoceTu (puc. 5), ero
Jlerko KoHBepTHUpoBaTh B JSON ¢ momouibo npo-

3apaua: creHepupoeats 5 JSSON-o6bekToB.
Mons: damuang, vms, Bo3pact.
USER

Ortser:

[
{
"dammnna”: "VMisaHoB",
"mma": “Mean”,
"BO3pacr: 25
k
{
"hammnna”: “Tletpoea”,
"MmMA": "AHHa",
"Bo3pact: 30
1
{
"hammnua”: "Cuaopos”,
Al "mma” "Mwaun”,
"BO3pacr™: 45
3
{
"thammnna”;: "KysHeuosa",
"uma”: "Mapua©,
"Bospact”: 20
3
{
"hammnna”: "flebenes”,
"umA”™: "Anekcasap”,
"BO3pact™: 35
}
1

rpaMMHBIX GU6JINOTEK. ITO MO3BOJISIET FEHEPUPO-
BaTb TECTOBbIE JAHHbIE JIJIs IPUI0KEHUH UK aHa-
JINTUYECKUX UCCIeJOBaHUM.

Puc. 5. Omeem Saiga Mistral 7B Ha nepgblil gapuanm npomnma (uaaocmpayusi agmopos)
Fig. 5. Saiga Mistral 7B's response to the first prompt option (illustration by the authors)
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O/iHaKo HaM HY>KHO NTPUBJIM3UTD PE3YJIbTAT K ITPU-
Mepy, NpOJIeMOHCTPMPOBAaHHOMY Ha pucyHke 2. [lo-
3TOMY JONOJIHKM NPOMIT, IOMECTHUB B HEro Iepese-

JleHHble Ha3BaHUs moJie (puc. 6). PesynbTaT reHepa-
IIUM [TPY BHECEHHBIX U3MEHEHHUsIX MOXKHO HabJ/I0aTh
Ha pUCYHKe 7.

3apayva: creHepupoeate 3 JSON-oGbLekToB.
Monga: damunua (last_name), uma (first_name), BoszpacT (age).

OTBeT:

Puc. 6. Bmopoli sapuanm Zero-shot npomnma (uaarcmpayusi asmopos)
Fig. 6. The second version of the Zero-shot prompt (illustration by the authors)

3apaua: creHepuposarb 5 JSON-obbekTos.
USER

Orser:

[

{
“last_name": "MBaHoB",
“first_name”: "MBan",
"age™ 25

h

{
"last_name”: "TleTpoea”,
“first_name™: "AHHa",
"age™ 30

h

{
"last_name”: "Cuaopos”,
"first_ name™: "Bacawii”,
"age™ 45

8

{

“last_name": "JleoHoBa",

Al

"first_name™: "Mapwus",
"age™ 20

8

{
“last_name": "Mwuxaiinog”,
“first_name": "TMasen”,
"age™ 35

}

1

Mons: pamunns (last_name), nma (first_name), Bospact (age).

Puc. 7. Omeem Saiga Mistral 7B Ha emopoii eapuaHm npomnma (ua1r0cmpayusi agmopos)
Fig. 7. Saiga Mistral 7B's response to the second prompt option (illustration by the authors)

CpaBHHUB pe3y/ibTaThl, BUAUM: IPU llepejjade aH-
IVIMACKUX Ha3BaHUU moJied JSON-00BbeKThl MPHOO-
pesnu HyHbIM BUA. LLM ucnoJsib30Basia KOHTEKCTY-
aJIbHbIE CBSI3U U3 00y4eHHs, YTOObl COOTHECTH 3Ha-
YyeHUSs B CKOOKaX C HA3BaHUSAMHU noJjiel. Takum obpa-
30M, U3MeHEHHsI B IPOMIITE BJIUSIOT Ha pe3yJibTarT,
N03BOJIAAA TUOKO YINpaBAATb reHepallied, Hampu-
Mep, JIETKO paclIUpsATb CIUCOK mnoJied JSON-06b-
eKTa. SI3bIKOBble MOJieJId MOTYT OBITH OAHO- WJIH
MYJIbTUSI3BIYHBIMY, YTO BXKHO YYUTBIBATh IPU BBI-
6ope LLM. Saiga Mistral 7B o6y4yeHa mnpeumyiie-
CTBEHHO Ha PYyCCKOM, I03TOMY €€ OTBETHI (CM. puc. 4
Y 6) He MOTYT ObITh Ha JIaATUHULE WU Heporrdax.

HekoTopsble MoJiesln MOHUMAIOT PYCCKUM, HO OTBe-
4yaloT Ha 6a30BOM f3blKe, 33/[aHHOM pa3paboTyu-
KaMu: Hanpumep, Llama 2 (Meta) oTBeyaeT Ha aH-
TJIMMCKOM, Ja’Ke eCJIM 3alIpOC Ha PYCCKOM.

PesysabTraThl U 06cyxaeHue (Results and
Discussion)

Ha reHepanuio pesysibTaTa B/HUSET He TOJIbKO
IPOMIIT, HO ¥ NTapaMeTpbl MoAed. U3HadaslbHO J0-
6as LLM uHuIuMann3vMpyeTcs 3Ha4YeHUSIMU 10 YMOJI-
YaHHUIO, KOTOpble MOXXHO W3MEHSATb HeNocpes-
CTBEHHO KaK B IPOrPAaMMHOM KOJi€, TaK W HHTEP-
detice ucnosib3yeMmoro cepsuca (puc. 8).
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Hayuno-mexnuueckuii Mcypuaz\@

Inference Parameters v

Parameters that control various aspects of the token
prediction process

¥ Min P Sampling @ min p | @.es

top p

Output randomness @ temp
Tokens to generate @ n_predict
Top K Sampling @ top_k
¥ Repeat penalty @ repeat_penalty

| e.es |

¥ Top P Sampling @

Puc. 8. I[lanesb napamempoes 8 npozpamme LM Studio
(unarocmpayus aemopos)
Fig. 8. Parameters panel in LM Studio
(illustration by the authors)

PaccMoTpuM ocHoBHBIE napameTps! LLM [17-20]:

e temperature (TeMneparypa) - mapameTp, BIUSIO-
MK Ha BEPOSAITHOCTHOE pacnpejie/ieHue: MpU 3Have-
HUM > 1 pacnpefiesieHue CrIKUBAETCS, U CJI0BA C HU3-

USER Mouemy Hebo roayboe?

KOW BEpOSITHOCTBE) MOTYT MONACTb B OTBeT. Ero Ha3bl-
BAalOT MOKAa3aTeJIeM «KPeaTHBHOCTH», MOCKOJIbKY OH
onpezesisieT CTENEeHb CJIYYaHHOCTH OTBETa;

e top_p (nucleus sampling) BeiGUpaeT cioBa s
OTBETA: COPTHUPYET UX IO BEPOSTHOCTSM, CYMMHU-
pyeT o nopora top_p, dopmupyet «nucleus» u ciy-
YyallHO BbIOUpaeT CJA0BO U3 Hero. ITo 6ajlaHCUPYeT
MeX/y NMpe/iCKa3yeMOCTbI0 U Xa0TUYHOCTbIO;

o top_k (k-truncated sampling) - anbTepHaTHBa
top_p; Ip¥ OAHOBPEMEHHOM HCIO0JIb30BaHUM IIpH-
MeHsIeTCS CMelllaHHas Bei6opKa. COpTUPYeT cjioBa
10 BEPOSITHOCTH, 6epeT K Jiyyliux u cay4ailHO Bbl-
OUpaeT OJHO U3 HUX;

e max_tokens orpaHUYMBaeT AJMUHY reHEpUpYe-
MOTO TEKCTa;

e seed Ipy 3HaYeHUH -1 KOKABIA pa3 UHULIKAJIU-
3UpyeT reHepaTop CJAy4YaWHBIX YHCeJ HOBBIM Mapa-
MEeTpOM, JieJ1ast OTBETHI Ha OZJUH BONPOC Pa3HbIMHU.

YnpaBiss 3TUMM NapaMeTpaMH, MOXXHO pery-
JINpOBaThb MpeJiCKa3yeMOoCTb, pa3Mep U CJay4ai-
HOCTb OTBETOB Mo/JieJid. YTOGhI T0Ka3aTh BJIUSHUE
runepnapaMeTpoB, PacCMOTPUM HpHUMep U3 pHU-
CyHKa 1: mpy1 MakCMMaJIbHOM TeMIlepaType pe3yJib-
TaT CTAHOBUTCS XaOTUYHBIM (puC. 9).

MoTomy uto roay6oii LBET ABNAETCA NEPUENLVOHHO KOMMNEHCATOPHBIM, 3 TAKKE NOCKONBKY 3TO OLUyLIeHWEe 3aBUCUT OT PacnpeaeneHuns B CBeTe.
Koraa cBeT NPOHMKAET uepes pa3peXXeHHLIA BO3AYX Ha 3eMII0 WV B3ALIMAETCA Hajl 3EMAEH, OH YNIAB/MBAET MHOXECTBO LIBETOB.

Tony6oii LUBET ABNAETCA OAHUM U3 OCHOBHBIX LIBETOB, KOTOPLIA BUAUMBIE /IIOACKUE 1333 CNOCOGHBI BUAETD, UTO ONPEAenseTca CTPYKTYPOW

Al 3pUTENEHOW CUCTEMBI M OCOBEHHOCTAMM NPUCNocabaMBaHnA YeN0BEUECKOro BOCIPUATIA LBETA.

CROBO «HE60> MOXET TAKOKe BbITh MHTEPNPETUPOEAHO B KYALTYPHOM M MCTOPWYECKOM KOHTEKCTE KaK rony6oii WiKu oueHb APKWE 3eNeHbiid LBeT,
KOTOpbIN NpeacTagnseT co60i NpuuMHy Hebeca. 3To MOTyT 6biTh pasHble NPeACTaBAeHNs U BOCTIPUATIS, UTO OTPaXalT MHOTOO6pasue KyALTYPHBIX

TPaauUMiA B MHUpe.

Puc. 9. Omeem Saiga Mistral 7B Ha npocmoli gonpoc (napamemp «temperature» paseH 2) (uaaocmpayus agmopos)
Fig. 9. Saiga Mistral 7B's response to a simple question (the "temperature” parameter is 2) (illustration by the authors)

[Ipu TeMnepaType, paBHOH HyJIlO, CDaBHUM pe-
3yJIbTAThl TeHepalMU NpU 3HaYeHUsX k-yceueHHOH

USER Mouemy HeGo ronyboe?

BbIGOPKHU 5 1 100, 4TOGBI MPOAEMOHCTPHUPOBATD pa-
60Ty OJHOTO W3 aJrOPUTMOB IO MOJOOPY CJIOB
B npoljecce reHepanuu (puc. 10, 11).

He6o ronyboe 13-3a TOro, Uto OHO OTPaXaET CBETOBLIE BOJ/IHLI, KOTOPBIE AOCTMIalOT HacC C KocMoca. lony6oi WBET ABASETCA Pe3yALTAaTOM

KOMBMHaLWMKM Pa3HbIX ANWH BOAH, KOTOPLIE BXOAAT B Halll T3 W CO3Aal0T 3TOT YHUKaNbHLIMA LBeT.

Puc. 10. Omeem Saiga Mistral 7B Ha npocmoti sonpoc (napamemp «temperature» pasex 0, napamemp «top_k» pasen 5)
(unnrocmpayus asmopos)
Fig. 10. Saiga Mistral 7B's response to a simple question (parameter "temperature” is 0, parameter "top_k" is 5)
(illustration by the authors)

USER Mouemy Hebo roayboe?

He6o rony6oe u3-3a TOTO, UTO B €70 COCTAaBE NPWUCYTCTBYET OTPOMHOE KOIMUECTEO BOAAHBIX NapaMK, KOTOPEIE OTPaXatoT W PaccemBaloT CBeT.
[onyboi uBeT BO3HWKAET bnaroAapa HTepdePeHLMIM 3TUX BOAAHLIX MApaMy C CBETOM, KOTODLIA NPOXOAWT Yepes aTMocdepy 3emAaun.

Puc. 11. Omeem Saiga Mistral 7B Ha npocmoti sonpoc (napamemp «temperature» pageH 0, napamemp «top_k» paseH
100) (unarocmpayus asmopos)
Fig. 11. Saiga Mistral 7B's response to a simple question (the "temperature” parameter is 0, the "top_k" parameter is 100)
(illustration by the authors)




kned\ Utikenepro-cmpoumervnotii secmuux Ilpuxacnus

Kak MoxHO 3aMeTuTh, npu 3HadyeHuu 100 oTBeT
CTaJl HOCUTBb 60Jiee HAy4YHbIM XapaKTep, B TO BpeMs
KaK NpU 3HaYeHUU 5 mosicHeHUe 6oJiee MPOCToe.

W3-3a ciyyaltHOro xapakTepa paboThl 60/bIIKX
A3BIKOBBIX MoOJeJled MpoLecc NPOeKTUPOBaHUA
IPOMITOB U MOJG0pa HACTPOEK fABJSAETCS UTepa-
IIMOHHBIM: HET H/lea/IbHOI'0 MPOMIITAa UM UJeaslb-
HbIX 3HaYeHU NapaMeTpoB. B 3aBUCMMOCTH OT Xa-
pakTepa 3aJjayd HeoO6XOJUMO HAuYMHATHL C GoJee
IpueMJieMbIX 3Ha4eHUH U TECTUPOBATh pe3yJbTaT
Jl0 TOTO MOMEHTA, NI0OKa OH He OKaXKeTcs yJOBJle-
TBOPUTE/bHBIM.

3akiw4denue (Conclusions)

ABTOopamMu mnpe/cTaB/ieHbl KJIOYEBble Pe3yJib-
TaThl UCCIEJ0OBAHUSA IPOMIIT-UHXXUHUPUHTA U BJIU-
SIHUSI TUIlepliapaMeTpPOB Ha reHepalui0 OTBETOB.
BbLIM noJIydeHsl CleAyouiie BbIBO/bI:

1. T'u6KOCTb TeXHOJIOTHUH (paboTa C eCTECTBEH-
HbIMHM $I3bIKaMH) I03BOJIIeT OBICTPO aJanTHPO-
BaTb pellleHus 63 KeCTKOU aJIr0pUTMU3AIUH.

2. OcoGEeHHOCTH 3KCIIyaTallud — OCHOBA JaJlb-
Helmel pa6oTel ¢ LLM. 3aBHCMMOCTH OTBETOB
HeUpOCeTH OT NPOMITOB U NMapaMeTPOB MOMOMKET
MHUHUMH3HUPOBATh HepeJieBaHTHbIE PE3YJIbTATHL

[TonydeHHbIEe pe3yIbTaThl MOTYT NPUMEHSATHCS
JUIs aBTOMAaTHU3allMd pPYTHUHHBIX 33aZa4 U Ou3-
HeC-TPOLeCCOB, HECMOTPS Ha YAaCTUYHYIO CJOy4ai-
HOCTb TeHepali KOHTEHTa.
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OPTAHMBAIIMOHHO-YIIPABJIEHYECKHUE MEXAHU3MbI AZJAIITALIAM TOPTOBBIX HEHTPOB
KIIH®POBOU TPAHC®OPMALIMH PBIHKA

I0. H. Y60208uy, 0. A. lleduauHa

Y60z08uy I01ua HeaHo8Ha, KaHAWIAT 3KOHOMUYECKUX HAYK, AOLEHT, 3aBeytolias Kadeapoit akc-
NepTHU3bl, IKCIUIyaTalldi U yIpaBJeHUs HEJBUKHMMOCTbIO, ACTpaXaHCKUN ToCyAapCTBEHHBbIM apXUTEK-
TYPHO-CTPOUTEJbHBIH YHUBEPCUTET, T. AcTpaxaHb, Poccuiickas @eneparus; e-mail: yubogovich@bk.ru;

lleduuHa Oavea Anekcee8HA, MaTUCTPAHT, ACTPaXaHCKHUH roCyJapCTBEHHBIN apXUTEKTYPHO-CTPOU-
TeJIbHbIA YHUBEPCUTET, I. AcTpaxaHb, Poccuiickas @enepanus

B nocneHue roabl HabJIIOAAETCA 3HAYUTEIbHOE U3MEHEHHEe B CTPYKTYPe SKOHOMUKH, BBI3BAaHHOE POCTOM OHJIAHH-
m1aTGOpM U UHTEPHET-TOProBJH. MccienoBanre "Pe/ieBeslonMeHT TOProBbIX LIEHTPOB I ACTpaxaHH B CBS3H C pa3BHU-
THeM OHJIAaHH NPOAQK "' HAaIlPaBJIeHO Ha U3y4YeHHe BJIMSHUS MapKeTIJIEHCOB Ha CTPATerny pa3BUTHS TOPTOBBIX [[EHTPOB.
MeTozpb! MccIefOBaHUS BK/IIOYAIOT aHAJIN3 JAHHBIX, ONTPOCHI, 0630p HAy4YHBIX cTaTel o TeMe. Llesb mpoekTa - U3y4uTh
cTeneHb Bo3elcTBUs NH(POBOH KOMMePLMH Ha KOHIENIIMH TOPTOBBIX LIEHTPOB B I ACTpaxaHU U IPEe/JIOKUTD CTpaTe-
T'UH Pa3BUTHS, BBIIBUTh METO/bI QAN TALUN K U3MEHSIOLIMMCS PIHOYHBIM YCJIOBUSIM U IOTPEOHOCTSIM MTOKyTaTeeH.

Kawouyesule caoea: pedesesionmerHm mopaosbix YeHmpos, OHAAUH NPooaxcu, peKOHCMPYKYUsl, OMHUKAHA/IbHASI PO3HUY-
Hasi mopnup208.si, KAAcmepHblll N00x0d, My 1bmupopMamHocms, deses0NMeHM, UHBECMUYUOHHAS NPUBAEKAMeAbHOCMb.

REDEVELOPMENT OF SHOPPING CENTERS IN ASTRAKHAN
IN CONNECTION WITH THE DEVELOPMENT OF ONLINE SALES

Yu. 1. Ubogovich, 0. A. Tselilina

Ubogovich Yuliya Ivanovna, Candidate of Economic Sciences, Associate Professor, Head of Real Estate
Expertise, Operation, and Management the Department, Astrakhan State University of Architecture and Civil
Engineering, Astrakhan, Russian Federation; e-mail: yubogovich@bk.ru;

Tsedilina Olga Alekseyevna, undergraduate student, Astrakhan State University of Architecture and
Civil Engineering, Astrakhan, Russian Federation

In recent years, there has been a significant change in the structure of consumer behavior caused by the development
of online platforms and online shopping. The present study aims to investigate the impact of online sales on shopping center
development strategies. The research methods include data analysis, surveys, and review of research articles on the topic.
The aim is to study the impact of online sales on the concept of redevelopment of shopping centers in Astrakhan to propose
strategies for adapting to changing customer needs and market conditions due to the growth of online sales.

Keywords: redevelopment of shopping centers, online sales, reconstruction, omni-channel marketing, cluster approach,
multi-format, development, investment attractiveness.

BBeaenue Ha 1 ThIc. M2 TOPTOBBIX IJIOIIAel) B Poccuu 3a mo-

[Tanpemus COVID-19, reonosnntudeckas cCuTya- CjJeJlHUe ToAbl CUJIbHO CHU3WJIcA. [lokasaTenu Ba-
L Mfl, CAHKLUM eBPONeMCKUX CTPaH Jajii TOJMYOK aK-  KaHTHOCTH apeHJHbIX nowaze B 2024 rosa oka-
TUBHOMY pPa3BUTHUIO 3JIEKTPOHHOM KOMMEPLMHU 3aJUCh CAMBIMU HU3KUMHU 3a nocjaegHue 15 jet
(nnu web-Toprosisisi) B Poccuiickori @esepanuu. ¥ coctaBuiu 4,8 %. J/laHHBIN MOKa3aTeb B TOPrOBBIX
B Hee BXOJST BCe TOProBble U GUHAHCOBBIE Omepa-  IieHTpax mo urtoraMm 2024 roga cocraBua 7 % [1].
I[UH, I[EeMOYKU OGHU3HEC-IPOIIECCOB, KOTOPBIE MPOUC- B pervoHax cutyaiysi MeHee IO3UTHBHas.
XOJSIT B OHJIAaHH-NIPOCTPaHCTBe. AKTUBHOE pa3BU- MeTobl, IPUMEHEHHbIE B UCC/IeI0BAHUU: aHAIH-
THe web-TOproB/M MO3BOJIUIO NPOU3BOAUTENSAM  THYECKHE (CTATUCTUYECKUM aHaIu3, KOHTEHT-aHa-
U NpOJaBlaM COKPAaTHUTh KOJWYECTBO peasjibHbIX JIM3); UHTEPIpPeTAlMOHHbIE (CpaBHUTEJbHBIA aHa-
TOYEK Ha apeHJHbIX IJIOIAAAX. B cBSA3U ¢ 4eM mo-  JiM3, 3KCIEPTHAsl OLIEHKAa, OMPOChl, 0630p HAy4YHbIX
kazatesb Mall Index (KosM4YecTBO MOCETUTeNIeH  cTaTel MO TeMe).
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